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* The number of books that are against vaccination is double the number that are vaccination friendly
/3 * There is a tendency in reinforcing users’ belief. (Shin and Valente, 2020)
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